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A B S T R A C T   

The explosion of AI across all facets of society has given rise to the need for AI education across domains and 
levels. AI literacy has become an important concept in the current technological landscape, emphasizing the need 
for individuals to acquire the necessary knowledge and skills to engage with AI systems. This systematic review 
examined 47 articles published between 2019 and 2023, focusing on recent work to capture new insights and 
initiatives given the burgeoning of the literature on this topic. In the initial stage, we explored the dataset to 
identify the themes covered by the selected papers and the target population for AI literacy efforts. We identified 
that the articles broadly contributed to one of the following themes: a) conceptualizing AI literacy, b) prompting 
AI literacy efforts, and c) developing AI literacy assessment instruments. We also found that a range of pop-
ulations, from pre-K students to adults in the workforce, were targeted. In the second stage, we conducted a 
thorough content analysis to synthesize six key constructs of AI literacy: Recognize, Know and Understand, Use and 
Apply, Evaluate, Create, and Navigate Ethically. We then applied this framework to categorize a range of empirical 
studies and identify the prevalence of each construct across the studies. We subsequently review assessment 
instruments developed for AI literacy and discuss them. The findings of this systematic review are relevant for 
formal education and workforce preparation and advancement, empowering individuals to leverage AI and drive 
innovation.   

Introduction 

The use of artificial intelligence (AI) driven applications has 
increased across all aspects of society. The use of machine learning (ML) 
approaches, the cornerstone of many AI applications, is now common in 
everyday applications like shopping, social media, and banking, and in 
domains such as health and education [5,11–13,50,64]. As people start 
to use AI-driven technology, it is also important for them to learn more 
about how these applications work to become informed consumers and, 
subsequently, producers and creators, and be able to provide gover-
nance for AI use [32]. This is necessary not only to become better users 
but also to understand changes in the nature of work that will require 
novel AI-related skills [58]. There is also a need to understand the pri-
vacy and ethical issues around AI and learn to be a critical user [57]. 

Furthermore, within education, there is a need to adopt a critical 
approach to the content generated by AI systems, and both teachers and 
students need to be aware the outputs generated through these tech-
nologies, especially GenAI, are prone to inaccuracies and errors. 

Furthermore, the outputs can be full of bias, favoring majority and 
mainstream perpectives, and the awareness of this complication is 
largely lacking among both faculty and students [19]. Finally, from a 
critical justice perspective, users also need to account for human labor, 
the financial resources required, and the negative environmental impact 
of using AI [17]. 

To address this gap, there has been a significant growth in efforts 
related to AI literacy across educational levels, the workforce, and 
informal spaces. These efforts are targeted toward imparting certain 
competencies to learners that range from developing a basic under-
standing of AI to higher levels of competence that support the creation of 
AI applications [47]. Given the significant amount of recent work that 
has been ongoing in this area, this paper presents findings from a sys-
tematic review of articles published in the past five years to examine the 
efforts and draw lessons to guide research and practice. 

Prior review papers on AI literacy have either provided a biblio-
metric analysis of publications from 1989 to 2021 [51], or focused on 
specific target groups such as higher and adult education [30], K-12 
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education [3], and early childhood education [48]. This review is 
different as we have thoroughly analyzed conceptual and empirical 
papers from various perspectives. First, we examined the definitions and 
frameworks, which resulted in identifying the fundamental constructs. 
Second, utilizing these constructs, we thoroughly examined and 
analyzed the empirical papers to ascertain the constructs they include 
along with other related information such as the target population. 
Building on prior work, especially other review papers, we targeted the 
following elements and research questions related to AI literacy in our 
analysis: 

AI literacy definition and constructs 

Given the broad applications of AI and the different fields associated 
with it, defining AI literacy and outlining what constitutes AI literacy 
has been a challenge. Not surprisingly, scholars have used different 
definitions, and a range of constructs related to AI literacy are widely 
used [28]. Although some frameworks have found more favor compared 
to others, the variance is high. This is often an artifact of the domain in 
which AI literacy is being applied or the level of implementation, such as 
the high school level of higher education [28]. Therefore, there is a need 
to review and assess the literature to document the definitions and 
constructs. This will allow the creation of a framework to link different 
constructs within AI literacy so that aspects of AI literacy within an 
article can be documented to aid future research and practice. This leads 
us to our first research question for the review: 

RQ1: How has AI literacy been defined and conceptualized in the 
literature and what constructs are commonly included within AI 
literacy? 

AI literacy implementation efforts 

In addition to conceptual papers that are common within a new field, 
many AI literacy-related interventions have already been implemented. 
These efforts have increased significantly in the last few years, and 
therefore, it is important to build a better understanding of what kinds of 
AI literacy projects are in place or have been tried and with what lessons. 
For instance, what population of users or learners have been targeted 
through these efforts. At a more basic level, we also need to know what 
aspects of AI literacy have found favor and the range and depth of these 
efforts. We use the framework consisting of six key constructs of AI lit-
eracy we identified from the initial review (RQ1) to categorize and 
assess these studies. The second research question we address is: 

RQ2: What target populations and AI literacy constructs are present 
in AI literacy implementations? 

AI literacy assessment 

Finally, we present instruments that have been developed or used to 
measure and assess AI literacy in different contexts and with different 
target populations. We also focus on how these instruments have been 
validated, if they have, and the AI literacy constructs they cover. This is 
important to both have an understanding of the current state of the field 
but also for future research. By focusing on instruments that are used 
more, we can provide future researchers with easily implementable tools 
but also highlight what might be missing in terms of AI literacy research 
studies. This can lead to further refinement of instruments and the 
development of new instruments. 

RQ3. What are the different assessment instruments developed and 
used to study AI literacy? 

In the rest of the paper we first explain our methodology and process, 
present our findings, and end with a discussion of the findings. One 
definitional issue we want to clarify upfront is that within the literature, 
AI literacy and AI competency are sometimes used interchangeably. In 
our review, we have focused only on papers that specifically use AI lit-
eracy. They might refer to or use the term AI competency, but the 
condition to include them was that they focused on AI literacy. 

Methodology 

This study uses a systematic review to summarize and assess research 
relevant to a particular topic or research question. The goal is to 
contribute to understanding the research area under study, identify 
themes and gaps, and offer suggestions for future research. In this sec-
tion, we will describe the protocol used in this process, which involves 
selecting sources, identifying search terms, and defining inclusion 
criteria. After that, we executed the searches and selected the relevant 
articles. The next phase is to extract information concerning the analysis 
goals and synthesize the findings according to the research questions. 

Articles selection 

This study has considered English-language articles published from 
2019 to 2023. Three databases were chosen for this purpose. Web of 
Science and Scopus were selected as they present high-quality and im-
pactful scientific articles. Meanwhile, Google Scholar was chosen to 
ensure a more inclusive and extensive literature search. 

The search terms used were (“artificial intelligence literacy” OR “AI 
literacy”). All articles that have these keywords in the title were 
screened. We adopted a set of inclusion and exclusion criteria to avoid 
biases in article selection. The exclusion criteria were 1) short papers or 
papers that are commentary, editorials, or workshop papers because 
they either reflect a personal opinion or do not have enough space to 
provide useful information for the review, and 2) papers that did not 
focus on AI literacy although the term was present in their text. For 
instance, papers that discussed other literacies, such as data and digital 
literacy were excluded [33,46]. 

A PRISMA diagram (Fig. 1) presents an overview of the search pro-
tocol [42]. The initial search returned 323 articles. After removing du-
plicates, we screened 197 articles by reviewing the title and the abstract. 
In the following step, we examined the complete text of 68 and excluded 
one article that was not retrieved and 20 articles that were irrelevant 
according to the exclusion criteria. This yielded the final corpus of 47 
articles considered for the analysis and synthesis of its content. The 
search was conducted on August 8, 2023. 

Coding methodology 

To better organize the papers retrieved, they were initially coded 
into categories based on the target population and the main themes 
presented in each article. This approach helped us organize the content 
and more efficiently address our research questions. 

The target population was categorized into several groups, including 
1) Students at different educational levels, early childhood education, K- 
12, and higher education; 2) Workforce, which includes various pro-
fessional disciplines such as radiologists, developers, or business ad-
ministrators; 3) Teachers, who are a special case of the workforce 
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Fig. 1. Flow diagram showing the process of selecting eligible studies.  

Fig. 2. Number of publications over the period (2019-August 2023).  
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interested in educating individuals; 4) Family, consisting of parents and 
their children; 5) Unspecified, for papers that do not specifically target 
any previous groups. 

In terms of themes, the authors selected and analyzed a random 
sample of the studies to uncover the main themes. Three key themes 
emerged from the analysis, which are: 1) the conceptualization of AI 
literacy, 2) the initiatives aimed at promoting AI literacy, and 3) the 
development of instruments to assess AI literacy. The coding was 
reviewed by multiple authors to ensure reliability. 

Descriptive analysis 

This section provides a descriptive analysis to comprehensively un-
derstand the current state of research in AI literacy. 

Publications over time 

Fig. 2 demonstrates the increase in publications over the period, from 
2019 to 2023, with 47 included papers. The topic gained attention in 
2021, with 11 publications compared to only one in the first two years. 
This trend continued in the following years, with 16 and 18 papers 
published in 2022 and up to August 2023, respectively. 

Target population distribution 
The research population mainly comprised individuals from the ed-

ucation sector (see Fig. 3). There were 29 publications, targeting stu-
dents from various educational levels: early childhood (n = 3), higher 
education (n = 13), and K-12 (n = 15) with few papers included K-12 in 
conjunction with another population. Additionally, some studies 
included families (n = 4), teachers (n = 3), and workforce (n = 5), while 
others did not specify the population (n = 7). 

Theme distribution 

We categorized the papers into 3 major themes (Fig. 4) – promoting 
AI literacy, conceptualizing AI literacy, and developing AI literacy 
assessment instruments. Sixty percent of the papers promoted AI literacy 
(n = 28), while 23 % of papers conceptualized AI literacy (n = 11), and 
20 % developed AI literacy measuring instruments (n = 9). Some papers 
in the last category have also contributed to the conceptualization of AI 
literacy as part of the assessment instrument development. The 
remaining four papers were categorized into “Other,” since they do not 
fall into any of the major themes. These four papers are review papers 
and have been mentioned in the introduction section. 

In addition, plotting the distribution of the themes over the years 
(Fig. 5), shows that in 2021, researchers focused on defining and 
conceptualizing AI literacy, as well as promoting it. Another observed 
trend is the steady increase in the development of assessment tools 
intended to measure AI literacy, with 2023 marking the highest number 

of publications in this theme. Fig. 5 also indicates a notable increase in 
initiatives promoting AI literacy over the past two years. This suggests 
that there is a growing awareness of the importance of this topic in 
preparation for the future. 

Findings 

AI literacy definitions, frameworks, and constructs 

RQ1: How has AI literacy been defined and conceptualized in the liter-
ature and what constructs are commonly included within AI literacy? 

To address RQ1, we compiled a comprehensive set of AI literacy 
definitions provided in our data. We then outlined conceptual frame-
works that have been proposed to help understand the theoretical basis 
and constructs within different domains. Through this thorough exam-
ination, we identified six fundamental constructs for AI literacy, which 
serve as the basis for coding the remaining research questions. 

Definitions 

The definition of AI literacy has become a topic of discussion due to 
the widespread use of AI across various fields. According to Long and 
Magerko [35], who have put forth a widely accepted definition, AI lit-
eracy refers to “a set of competencies that enables individuals to criti-
cally evaluate AI technologies, communicate and collaborate effectively 
with AI, and use AI as a tool online, at home, and in the workplace” (p. 
2). In other words, they have demarcated ‘literacy’ and ‘competency’ 
such that AI literacy consists of different competencies related to AI. 
Kong & Zhang [25] define AI literacy as, “understanding of AI concepts 
and competencies in using AI concepts for evaluation and using AI 
concepts for understanding the real world” (p.12). Wang et al. [55] used 
an information literacy framework in the educational domain and 
defined AI literacy as “the comprehensive expression of the knowledge 
and skills, processes and methods, emotional attitudes and values 
gradually formed in the process of students receiving AI education” (p. 
36). In the context of workplaces and organizations, Cetindamar et al. 
[4] defined employees’ AI literacy as “a collection of technology, work, 
human-machine, and learning capabilities. These capabilities could 
allow employees to actively join in on designing and utilizing AI at their 
workplaces” (p. 11). 

Other scholars used different basis for their definitions such as the 
socio-technical perspective (IS theory) used by Pinski & Benlian [45] to 
define AI literacy as “humans’ socio-technical competence consisting of 
knowledge regarding human and AI actors in human-AI interaction, 
knowledge of the AI process steps, that is input, processing, and output, 
and experience in AI interaction” (p. 165). Using the same theoretical 
framework in conjunction with Bloom’s taxonomy, Weber et al. [56] 
differentiated between User AI literacy “as competencies regarding 

Fig. 3. Number of papers based on the target population.  
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recalling, understanding, and applying AI knowledge” (p. 7) and crea-
tor/evaluator AI literacy as “competencies regarding analysis, evalua-
tion, and creation of human-AI systems” (p. 7). Wang et al. [54] 
provided a more detailed definition of AI literacy based on digital lit-
eracy frameworks and defined AI literacy as, “the ability to be aware of 
and comprehend AI technology in practical applications; to be able to 
apply and exploit AI technology for accomplishing tasks proficiently; 
and to be able to analyze, select, and critically evaluate the data and 
information provided by AI, while fostering awareness of one’s own 
personal responsibilities and respect for reciprocal rights and obliga-
tions” (p. 3). 

Overall, our analysis shows a wide variation in how AI literacy is 
defined depending on the purpose, target population, domain, and field 
of study. Yet, there are certain common characteristics across the defi-
nitions, such as a focus on awareness and ability and a focus on social 
awareness and the impact of the use of AI. 

Conceptual frameworks 
In this section, we will outline the various conceptual frameworks 

related to AI literacy proposed in the literature across domains. 
Frameworks enable educators and researchers to create impactful 
training programs and assessment tools and effectively communicate the 
fundamental components of the subject under study. Upon reviewing 11 
articles that proposed conceptual frameworks for AI literacy, we found 
that the majority were tailored toward the education and industry sec-
tors. Only three articles had a broader coverage ([25,35]; B. [54]). 
Notably, three articles targeted students, from K-12 to higher education 

[38,39,55]. One of these frameworks was specifically developed for 
evaluating K-12 students’ AI literacy [55]. Five frameworks were 
designed to enhance AI literacy among the workforce or organizational 
staff members [4,15,45,56]. Lastly, one framework catered to the gen-
eral public and families [8]. We now discuss these frameworks in detail 
with the goal of identifying the primary ideas and constructs they 
encompass. 

Long and Magerko [35] introduced a broad framework for AI liter-
acy. They identified 17 competencies people should learn, grouped into 
five main questions. The first question, "What is AI?", includes four 
competencies: Recognizing AI, Understanding Intelligence, Inter-
disciplinarity, and General vs. Narrow AI. The second question, "What 
can AI do?", covers two competencies: AI Strengths & Weaknesses and 
Imagining Future AI. The third question, "How does AI work?", en-
compasses nine competencies: Representations, Decision Making, Ma-
chine Learning Steps, The Human Role in AI, Data Literacy, Learning 
from Data, Critical Interpretation of Data, Action and Reaction, and 
Sensors. The fourth question, "How should AI be used?", is associated 
with one competency: Ethics. Finally, the fifth question, "How do people 
perceive AI?", is linked to one competency: Programmability. 

Kong & Zhang [25], also proposed a broad framework for AI literacy 
that comprises three dimensions: cognitive, effective, and sociocultural. 
The cognitive dimension aims to impart fundamental AI concepts and 
equip learners with the skills to apply them for comprehending and 
evaluating the real world. The affective dimension focuses on empow-
erment, enabling individuals to collaborate seamlessly with AI in their 
day-to-day activities. Lastly, the sociocultural dimension endeavors to 

Fig. 4. Number of publications across themes.  

Fig. 5. The distribution of themes over the years.  
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promote the ethical usage of AI to foster sustainable global 
development. 

In the field of education, one of the frequently utilized frameworks is 
The Five Big Ideas. Although the original article describing the framework 
is not included in the reviewed articles due to search term limitations (the 
paper does not have the word “literacy” in the title), we include it here as 
it has been cited by multiple papers in our sample for RQ2. The Five Big 
Ideas framework highlights the knowledge K-12 students should acquire 
to understand how AI works and how it can shape the future. It covers the 
following concepts [52]: Perception or how AI systems ‘see’ or ‘hear’ the 
world around them; Representation and Reasoning or how computers 
transform, organize, and analyze data from the world; Learning which 
refers to how a machine learns and how do design and train models; 
Natural Interaction or how AI systems communicate and interact with 
humans; and, Societal Impact, including the potential benefits and harms 
of AI to society. Overall, the authors emphasize the importance of 
hands-on experiences with AI technologies and the need for critical 
thinking regarding the impacts of AI applications. 

Another conceptual model was proposed based on the literature and 
Bloom’s taxonomy to categorize AI competencies into four cognition 
domains [38,39]. The dimensions are organized from low to high 
thinking skills: know & understand, use & apply, evaluate & create, and 
ethics. Wang et al. [55] developed an AI literacy evaluation framework 
that they tested on junior high school students. It is based on the in-
formation literacy evaluation frameworks. The evaluation consists of 
four dimensions: artificial intelligence awareness, intelligent technology 
application, innovative thinking, and intelligent social responsibility. 

Within organizations and workplaces, researchers have proposed 
several conceptual frameworks to measure or help employees improve 
their AI literacy. For instance, one model is based on digital literacy 
frameworks and identifies five core competencies: AI technology 
knowledge (TK), Human actors in AI knowledge (HK), AI steps knowl-
edge (SK), AI usage experience (UE), and AI design experience (DE) 
[45]. Another approach has conceptualized AI literacy based on IS 
theory (socio-technical perspective) that identifies two dimensions of 
human-AI interaction: part and type. The parts are socio-AI literacy and 
technical-AI literacy, while the types of stakeholders are creator/-
evaluator or user [56]. Additionally, Cetindamar and colleagues [4] 
identified four sets of capabilities associated with employees’ AI literacy 
in workplaces through a bibliometrics analysis: technology-related ca-
pabilities, human-related capabilities, work-related capabilities, and 
learning-related capabilities. Lastly, Heyder and Posegga [15] extended 
the conceptualization of AI literacy in organizations by reviewing the 
literature and interviewing experts. They identified three dimensions of 
the conceptual framework that include functional, critical, and socio-
cultural. The results suggest that organizations should focus on the so-
ciocultural dimension for employees. Organizations can increase the 
likelihood of successful employee engagement with this technology by 
creating a work culture that values and supports the integration of AI 
into daily operations. 

Finally, AI literacy conceptualization has been considered for fam-
ilies and the broader public. Druga et al. [8] proposed four dimensions 
based on the ecological systems theory: ask, adapt, author, and analyze. 
Another study suggested four main constructs of public AI: awareness, 
technical understanding, normative assessment, and making critical 
links to broader structures of power [14]. The researchers emphasized 
the importance of fostering critical thinking among the public regarding 
the wider power structures when evaluating the role of technology, 
which includes questioning its existence [14]. 

Core constructs 
There are certain constructs that have been prominently discussed in 

the discourse of AI literacy. Their prevalence indicates their significance 
as core components that form AI literacy. It has been observed that 91 % 
of the reviewed papers have considered the ability to engage in a critical 
evaluation of AI tools, and ethical considerations as fundamental 

constructs. Moreover, “use & apply” was found in 82 % of the papers, 
followed by “know & understand,” which appeared in 73 % of the 
analyzed papers, and lastly, “recognize” and “create” appeared in 64 % 
of papers as shown in Table 1. 

Before we delve into the description of the core constructs, we want 
to mention that about 20 % of the articles were randomly selected to 
establish coding reliability, and two researchers completed blind coding. 
The scores indicate a substantial to perfect agreement across the various 
constructs [27]. Cohen’s kappa coefficients were 0.62, 1, 0.74, 1, 0.78, 
and 0.62 for recognize, know & understand, use & apply, evaluate, 
create, and navigate ethically, respectively. In the cases of discrepancies, 
the researchers engaged in a discussion to resolve any disagreement and 
reach a consensus. 

Recognize (Be aware). AI is often unnoticeably integrated into commonly 
used applications, making many users unaware when engaging with AI. 
Thus, it is crucial to differentiate between technological tools that utilize 
AI and those that do not, which has been acknowledged in the question, 
“What is AI?” [35]. Awareness involves identifying and comprehending 
AI technology while utilizing AI-related applications [54]. Pinski & 
Benlian [45] also covered this aspect in the technical knowledge dimen-
sion, which refers to the knowledge of what distinguishes AI and its role in 
human-AI collaboration and interaction. Being aware of the different 
types of AI applications will enable people to make informed interactions 
with this technology and avoid blind reliance. 

Know & understand. Knowledge and understanding of AI fundamental 
concepts and techniques is a recurring component in most research 
papers. This entails acquiring basic skills, knowledge, and concepts that 
do not require prior knowledge [39]. For example, understanding how 
AI processes input data through machine learning techniques and rep-
resents the output [35,45]. Additionally, it’s essential to understand that 
sensors play a role in providing data to the AI, which then acts upon it 
according to its programming [35]. It is also important to know that 
humans play a significant role in the development of AI. 

Use & apply. This construct focuses on the operational aspect, specif-
ically, the ability to use AI applications and tools and the ability to apply 
and integrate AI concepts to accomplish tasks [39,54]. This is also 
related to the role of humans in the human-AI collaboration and inter-
action [45], work-related capabilities [4], and the ability to adapt AI 
tools to achieve an objective [8]. 

Evaluate. Evaluation is a fundamental component of AI literacy and has 
been consistently highlighted in the relevant studies. It involves the 
ability to analyze and interpret the outcomes of AI applications criti-
cally. As per Druga et al. [8], the AI literacy framework should not 
merely concentrate on knowledge acquisition but also on critical eval-
uation and usage of AI systems. Having a comprehensive understanding 
of the technical aspects of AI enables individuals to examine and form 
informed opinions about their interactions with AI technologies [54]. 

Create. "Create" is a debatable construct. It emphasizes an individual’s 
ability to design and code AI applications. Pinski & Benlian [45] 
acknowledged this construct through the "experience in designing and 
setting up AI" construct. Ng et al. [38,39] combined "evaluate and 
create" into one construct, representing higher-order thinking skills. 
However, Carolus et al. [2] study showed that “create” does not corre-
late to AI literacy and thus should be considered a separate construct 
related to AI literacy. 

Navigate ethically (Understand ethical and societal implications). AI ethics 
and societal implications are crucial to educating citizens to become 
socially responsible and ethical users of AI. Human-centered consider-
ations such as fairness, accountability, transparency, ethics, and safety 
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Table 1 
A summary of AI literacy definitions, frameworks, and constructs. (Note: R: Recognize, K: Know & Understand, U: Use & Apply, V: Evaluate, C: Create, and E: Navigate 
Ethically).  

# Title AI literacy Definition Target 
Population 

Theory AI Literacy Constructs Notes 

R K U V C E 

1 What is AI Literacy? 
Competencies and 
Design 
Considerations  
[35] 

Define AI literacy as 
“a set of 
competencies that 
enables individuals 
to critically evaluate 
AI technologies; 
communicate and 
collaborate 
effectively with AI; 
and use AI as a tool 
online, at home, and 
in the workplace” 
(p.2). 

Unspecified Based on literature X X  X  X The mapping is 
based on the list of 
the 17 
competencies. 

2 AI Literacy: 
Definition, 
Teaching, 
Evaluation and 
Ethical Issues  
[38] 

NA K-12 to 
Higher 
education 

Literature review  X X X X X Identified four 
common constructs, 
which are know & 
Understand, Apply, 
Evaluate & Create 
and Ethics. 

3 Conceptualizing AI 
literacy: An 
exploratory review  
[39] 

NA K-12 to 
Higher 
education 

Bloom’s taxonomy  X X X X X More developed 
than the previous 
paper [38]. Instead 
of “Apply”, they 
used “Use & Apply.” 

4 The 4As: Ask, 
Adapt, Author, 
Analyze - AI 
Literacy Framework 
for Families  
[8] 

NA Family Based on Ecological systems 
theory   

X X X X Identified four 
constructs: ask, 
adapt, author, and 
analyze. 

5 Extending the 
foundations of AI 
literacy  
[15] 

NA Workforce Based on Literature and expert 
interviews 

X X  X  X Three dimensions: 
functional, critical, 
and sociocultural 
dimensions. 
Sociocultural 
dimention includes 
attituteds towards AI 
and corporate 
culture. 

6 A Conceptual 
Framework for 
Designing Artificial 
Intelligence 
Literacy 
Programmes for 
Educated Citizens  
[25] 

"AI literacy as 
understanding of AI 
concepts and 
competencies in 
using AI concepts for 
evaluation and using 
AI concepts for 
understanding the 
real world" (p. 12). 

Unspecified NA  X X X  X It involves three 
dimensions: 
cognitive, affective, 
and sociocultural. 

7 Measuring user 
competence in 
using artificial 
intelligence: 
validity and 
reliability of 
artificial 
intelligence literacy 
scale  
[54] 

"The ability to be 
aware of and 
comprehend AI 
technology in 
practical 
applications; to be 
able to apply and 
exploit AI 
technology for 
accomplishing tasks 
proficiently; and to 
be able to analyze, 
select, and critically 
evaluate the data 
and information 
provided by AI, 
while fostering 
awareness of one’s 
own personal 
responsibilities and 
respect for reciprocal 
rights and 
obligations" (p. 3). 

Unspecified Based on digital literacy 
frameworks (e.g., 
technological–cognitive–ethical 
model) 

X  X X  X The primary core 
constructs of AI 
literacy includes 
awareness, use, 
evaluation, and 
ethics. 

(continued on next page) 
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must be given priority [39]. In addition, key ethical issues related to AI, 
such as privacy, employment, misinformation, ethical decision-making, 
diversity, and bias, must be identified and described [35]. An AI-literate 
person must be able to understand and judge ethical issues to ensure that 
the use and development of future AI technology are based on principles 
such as inclusivity, equitable access, and minimizing the potential for 
bias [4,54]. 

AI literacy implementation 

RQ2: What target populations and AI literacy constructs are present in AI 
literacy implementations? 

A significant majority, 75 %, of the papers pertaining to this theme 
have been geared toward students. The aim to promote AI literacy has 
been observed almost equally in K-12 and higher education groups. In 
more specialized training, radiology students reported a lack of exposure 
to AI in their training and a willingness to learn about it [44,60]. 
Furthermore, a review study showed that while most AI literacy in K-12 
education between 01/2020–01/2022 aimed to educate students about 
the technical aspects of AI systems, few focused on applying this 
knowledge to new areas (i.e., “Create”) or considering sociocultural 
perspective (i.e., “Navigate Ethically”) [41]. 

In early childhood education, Su & Yang [49] proposed an AI4KG 
curriculum that provides AI teachers with lesson plans, including 

Table 1 (continued ) 

# Title AI literacy Definition Target 
Population 

Theory AI Literacy Constructs Notes 

R K U V C E 

8 Explicating AI 
Literacy of 
Employees at 
Digital Workplaces  
[4] 

define the 
employees’ AI 
literacy as "a 
collection of 
technology, work, 
human-machine, 
and learning 
capabilities. These 
capabilities could 
allow employees to 
actively join in on 
designing and 
utilizing AI at their 
workplaces" (p. 11). 

Workforce Based on Literature X X X X X X Four dimensions: 
technology-, 
human-, work- and 
learning- related 
capabilities. 

9 AI Literacy - 
Towards Measuring 
Human 
Competency in 
Artificial 
Intelligence  
[45] 

General AI literacy is 
"humans’ socio- 
technical 
competence 
consisting of 
knowledge 
regarding human 
and AI actors in 
human-AI 
interaction, 
knowledge of the AI 
process steps, that is 
input, processing, 
and output, and 
experience in AI 
interaction" (p. 165). 

Workforce socio-technical perspective 
(human-AI IS competence 
literature) 

X X X X X  Five core 
competencies: 
technology 
knowledge (TK), 
Human actors in AI 
knowledge (HK), AI 
steps knowledge 
(SK), AI usage 
experience (UE), 
and AI design 
experience (DE). 

10 Junior High School 
Artificial 
Intelligence 
Literacy: 
Connotation, 
Evaluation and 
Promotion Strategy  
[55] 

"AI literacy is the 
comprehensive 
expression of the 
knowledge and 
skills, processes and 
methods, emotional 
attitudes and values 
gradually formed in 
the process of 
students receiving AI 
education" (p. 36). 

K-12 Information Literacy Framework X  X  X X The AI literacy 
evaluation 
framework 
encompasses four 
dimensions: AI 
awareness, 
intelligent 
technology 
application, 
practical innovative 
thinking and 
intelligent social 
responsibility. 

11 Toward an 
Objective 
Measurement of AI 
Literacy  
[56] 

They defined "User 
AI Literacy as 
competencies 
regarding recalling, 
understanding, and 
applying AI 
knowledge and 
Creator/Evaluator 
AI Literacy as 
competencies 
regarding analysis, 
evaluation, and 
creation of human- 
AI systems” (p. 7). 

Workforce IS theory (socio-technical 
perspective) and Bloom’s 
taxonomy 

X X X X X X Users should 
acquire the lower 
level of thinking 
skills while creators 
should acquair the 
higher ones. Ethics 
is common for both 
types of people, 
represented in the 
socio-AI literacy 
component.  

The percentage of a construct prevalence in 
‘Conceptualizing AI literacy’ theme 

0.64 0.73 0.82 0.91 0.64 0.91   
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learning goals, learning activities, and teaching methods. It was found 
that kindergarten children can understand basic AI knowledge but 
cannot understand complex notions, such as data. 

In K-12 education, several studies shared educational materials such 
as lesson plans and learning activities that educators can use to promote 
AI literacy for school students. Examples include a workshop curriculum 
[53], the Day of AI resources, which showed positive impacts of its 
adoption in classroom teaching [9], an AI literacy program of three 
courses for secondary students [21], and design-based learning [1]. 
There were also studies targeting K-12 education that have been pro-
posed without an empirical evaluation of their effectiveness. For 
instance, Yetişensoy & Rapoport [62] presented lesson plans and ac-
tivities to incorporate AI literacy in social studies classrooms, Eguchi 
et al. [10] proposed an AI curriculum based on culturally responsive 
approaches, [43] proposed a framework based on episodes of situated 
learning, and Druga et al. [7] suggested guidelines and learning activ-
ities for inclusive AI literacy. 

There were several programs in higher education, including a pro-
gram for university students to promote AI literacy across disciplines, 
but they have not yet been empirically evaluated [47]. Another example 
have designed a program consisting of three courses and assessed the 
development of students’ conceptual understanding, literacy, empow-
erment, and ethical awareness throughout the courses [22–24]. Other AI 
courses have been evaluated for non-CS major undergraduates [31] and 
medical students [28]. 

Upon reviewing the different educational initiatives, several inter-
esting findings have been revealed. First, programming knowledge is not 
a prerequisite to learning AI concepts [21]. Children as young as three 
can understand AI concepts [49]. Second, although these efforts showed 
that students were able to develop technical skills and ethical awareness 
[1,22], it seems that high-level ethical principles are challenging for 
K-12 students [21,53]. Project-based learning and developing applica-
tions effectively improved students’ understanding and ethical aware-
ness [23,31]. In fact, applying has shown a significant, positive effect on 
the other dimensions of AI literacy, namely, understanding, evaluating 
AI applications, and the ethics [65]. Third, one course is sufficient to 
empower participants and increase their perception of their own AI 
literacy [23]. Moreover, taking a single course showed a decrease in 
AI-related knowledge disparities between CS students and non-CS stu-
dents as well as between women and men [24]. 

Moreover, some studies focused on evaluating the effectiveness of 
various teaching strategies in promoting AI literacy, which can help 
educators teach AI to students. Among these strategies include digital 
story writing for K-12 [40], flipped classrooms [20,26], and 
project-based learning for undergraduates [26]. The findings suggest 
that these approaches are highly effective in fostering AI literacy, which 
can be of significance to educators interested in developing and imple-
menting effective educational practices. In addition, Wilton et al. [59] 
proposed a course for educators to better understand the implications of 
integrating AI applications into teaching. 

A few studies have focused on ways to increase public awareness and 
understanding of AI, particularly in families. One study evaluated five 
exhibit prototypes [34], while another explored the potential for AI art 
to promote AI literacy [14]. Exhibits have been effective in improving 
the public’s understanding and interest in AI. The researchers also noted 
the importance of focusing on ethical issues related to AI in the future 
and suggested that promoting discussion about these issues may 
contribute to the development of ethical AI design processes [14,34]. 
Additionally, some studies explored how parents can help their children 
develop AI literacy through engaging in learning activities [6,36]. 

A few research studies have explored students’ perceptions of AI. For 
instance, a study revealed that students generally view AI as a tech-
nology that emulates human thinking, yet they may not fully grasp the 
significance of data in AI applications [37]. Another study demonstrated 

that students’ perspectives on the intelligence and truthfulness of AI 
tools can differ based on their socioeconomic status [7]. Specifically, 
students from more affluent backgrounds may exhibit greater skepti-
cism. These findings underscore the importance of implementing 
comprehensive AI literacy programs that promote inclusivity and pro-
vide accurate information to all. 

How have core constructs been manifested in AI literacy interventions? 
This section gives examples from the literature of how each construct 

(section 5.1.3.) manifested in the course, program, or curriculum design. 
As shown in Table 2, the majority of the efforts were focused on “Know 
& Understand”. Then, come in second place “Use & Apply,” “Evaluate,” 
and “Navigate ethically,” after that, “Recognize,” and finally, "Create", 
which received the least amount of attention, with less than half of the 
efforts directed towards it. 

Recognize. In order to facilitate AI literacy, preschool programs may 
introduce encounters with AI robots that are part of the children’s daily 
lives [49]. It is recommended that K-12 and undergraduate students 
understand the fundamental principles of AI, including its defining 
characteristics and different types. They should also be able to recognize 
AI tools and applications [9,47,53,62]. Moreover, the public must be 
aware that AI is an integral component in various applications [14]. 

Know & understand. This category teaches technical aspects. Su & Yang 
[49] explained how machine learning works for preschoolers. In K-12 
and higher education, this has been done by developing a basic under-
standing of how machine learning [1,10,31,40,48], deep learning [9,22, 
28], and transfer learning [53] work. In addition, students have been 
introduced to the data preparation [21,23], and the steps involved in 
applying machine learning techniques to the problem-solving [1,24,47]. 
For the general public, this has been demonstrated by showcasing the 
underlying mechanics [14] and experimenting with weights to observe 
their effect on the classification [34]. 

Use & apply. This construct allows learners to interact with AI machines 
and delve into practical applications. Tools like Teachable Machine have 
been introduced to preschool and K-12 classrooms, enabling students to 
train AI models; image classification is among the most widely used 
examples for practical applications [9,21,49]. Undergraduates are 
learning to select and apply AI tools and techniques in various contexts 
and applications [28,44,47], with one study showcasing students 
developing classification models and chatbots powered by natural lan-
guage processing and AI [31]. Lastly, families have been experiencing 
the impact of AI technology through interactive exhibits that test the 
response of artifacts to different sounds. 

Evaluate. Reflecting on how AI works and how data is collected and used 
is essential to convey this construct. Various courses have encouraged 
students to analyze and interpret the results of AI algorithms, identify 
potential biases, and compare different algorithms [1,7,21,43,44]. For 
undergraduate students, it is important to evaluate algorithms’ limita-
tions and assess the data quality [22,28,31,47]. In exhibits, activities 
have been designed to facilitate a connection between the weight of 
training data and potential bias [34], showing the public how agents 
make decisions [36]. 

Create. The courses and programs that activated the "Create" construct 
have engaged participants in developing AI projects [7,10,21,43]. This 
was accomplished through diverse methods, including requesting 
younger students to craft narratives and build prototypes for real-world 
problems [1,40]. In pursuit of this objective, undergraduates were 
assigned tasks to develop tools, hardware, data, and/or algorithms that 
employed AI solutions as a learning outcome [47]. Furthermore, 
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Table 2 
A summary of AI literacy implementation efforts, and their mapping to the core constructs. (Note: R: Recognize, K: Know & Understand, U: Use & Apply, V: Evaluate, C: 
Create, and E: Navigate Ethically).  

# Title Purpose Target 
Population 

AI Literacy Constructs Examples of Constructs’ 
Implementation 

Implementation Results 

R K U V C E 

1 Inclusive AI literacy for 
kids around the world  
[7] 

Assessed children from 
multiple countries and socio- 
economic status perception 
and interaction with AI. Also, 
proposed guidelines for 
inclusive AI literacy. 

K-12 X  X X X X From the inclusive AI 
literacy guidelines: 1) 
Instead of imitating 
human speech patterns, 
design intelligent systems 
that rely more on decision- 
making and emergent 
schema (Recognize), 2) 
Provide multiple ways for 
children to teach, 
customize, and program 
the machine (Use & 
Apply), 3) Make the 
reasoning behind the 
machine as transparent as 
possible and give children 
opportunities to 
understand different 
perspectives (Evaluation), 
4) Involve participants in 
the process of developing 
AI technologies (Create), 
and 5) Emphasize the 
importance of learning, 
reflection, and 
collaboration (Ethics). 

* Children from lower and 
middle socio-economic 
backgrounds are more 
collaborative but are less 
skeptical of AI’s intelligence 
and truthfulness. 
* Three hands-on learning 
activities were proposed to 
foster inclusive AI literacy: 
lo-fi prototyping of AI 
agents, a mobile agent turtle 
activity, and role-playing 
activities where children 
embody the AI agents. 

2 Teaching Tech to Talk: K- 
12 Conversational 
Artificial Intelligence 
Literacy Curriculum and 
Development Tools  
[53] 

Evaluated the Conversational 
Agent Interface for MIT App 
Inventor and workshop 
curriculum with respect to 
some Long & Magerko AI 
competencies. 

K-12 X X X X X X The course has 1) 
discussed whether various 
items (e.g., an automatic 
door) integrate AI or not 
(Recognize), 2) presented 
transfer learning and 
machine learning steps 
(Know & Understand), 3) 
asked students to contrast 
rule-based AI with ML- 
based AI (Evaluate), 4) 
programmed 
communication links 
between mobile apps and 
Alexa skills (Use & Apply), 
5) developed final projects 
(Create), and 6) discussed 
the strengths and 
weaknesses of AI with 
respect to jobs (Ethics). 

* Using an AI-design 
consideration-based 
curriculum proved effective 
in engaging students and 
teaching AI competencies.  
* AI ethics and machine 

learning emerged as the 
most challenging 
competencies for students 

3 Contextualizing AI 
Education for K-12 
Students to Enhance Their 
Learning of AI Literacy 
Through Culturally 
Responsive Approaches  
[10] 

Proposed artificial 
intelligence literacy 
curriculum for middle school 
students in Japan. 

K-12  X X   X Examples from the 
curriculum learning 
objectives: 1) Understand 
the basic mechanics of 
artificial intelligence 
systems (Know & 
Understand), 2) Apply 
both technical 
understanding of AI and 
knowledge of stakeholders 
in order to determine a 
just goal for a socio- 
technical system (Use & 
Apply), and 3) Consider 
the impact of technology 
on the world (Ethics). 

* Designed a curriculum that 
is culturally responsive and 
promotes AI ethics 
awareness among middle 
school students in Japan. 

4 The Effect of Artificial 
Intelligence Literacy 
Education on University 
Students’ Ethical 
Consciousness of Artificial 
Intelligence  
[31] 

Developed AI literacy 
program for non-major 
students. 

Higher 
education 

X X X X  X Examples from the 
program:  
1) Understand the 
fundamental concepts and 
characteristics of artificial 
intelligence and explore 
various AI use cases 
(Recognize), 2) Know how 
machine learning methods 
work (Know & 

* The study highlights the 
need for practical AI 
education in addition to 
theoretical knowledge. 
* The program led to a 
positive change in the 
perception of AI ethics sub- 
elements; particularly in 
"Safety and reliability," 
"responsibility and 

(continued on next page) 
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Table 2 (continued ) 

# Title Purpose Target 
Population 

AI Literacy Constructs Examples of Constructs’ 
Implementation 

Implementation Results 

R K U V C E 

Understand), 3) Prepare 
data and train models (Use 
& Apply), 4) Understand 
the relationship between 
AI datasets and 
predictions (Evaluate), 5) 
Develop AI solutions for 
real-life problems 
(Create), and 6) 
Comprehend the positive 
and negative effects of AI 
technologies (Ethics). 

publicity," "data utilization 
and bias," and "transparency 
and explanability."  
* Among these sub- 
elements, the "data 
utilization and bias" 
category showed the highest 
difference before and after 
the class. 

5 Evaluation of an artificial 
intelligence literacy course 
for university students 
with diverse study 
backgrounds  
[24] 

Evaluated an AI literacy 
course. 

Higher 
education 

X X X   X Part (1) of an AI program 
* The participants were: 1) 
introduced to AI with a 
discussion of strong and 
weak AI (Recognize), 2) 
invited to share their 
views on the application 
and impact of AI (Ethics), 
3) introduced to the five 
steps for applying machine 
learning to problem 
solving (Know & 
Understand), and 4) 
performed image 
recognition via online 
platforms (Use & Apply). 

* The study revealed an 
increase in AI literacy, 
understanding, and 
empowerment.   
* The results also showed a 

decrease in the knowledge 
gap between CS students 
and non-CS students, as well 
as between gender groups. 

6 Co-Designing AI Literacy 
Exhibits for Informal 
Learning Spaces  
[34] 

Designed five exhibit 
prototypes—Magic Mirror, 
Sensor Wall, Neural Net, 
Semantic Network, and 
LuminAI—that aim to 
communicate a variety of 
different AI literacy 
competencies. 

Family  X X X X  Examples, 1) how weights 
would affect classification 
(Understand & Know), 2) 
drawing a connection 
between weight and bias 
in training data 
(Evaluate), 3) create 
personally meaningful 
networks depending on 
their interests (Create), 
and 4) participants tested 
out a variety of different 
sounds to see how the 
exhibit would respond 
(Use & Apply). 

* The exhibit designs, which 
were based on the principles 
of interaction, collaboration, 
and creativity, proved 
effective in improving 
public understanding and 
interest in artificial 
intelligence.   
* The researchers have 

identified a need to address 
the aspects of "Recognize" 
and "Ethics" in the future. 

7 Finnish 5th and 6th grade 
students’ pre-instructional 
conceptions of artificial 
intelligence (AI) and their 
implications for AI literacy 
education  
[37] 

Explored students initial 
conceptualization of AI. 

K-12 X      1) What kind of 
technology is AI? 2) Where 
is AI? and 3) Why is AI 
used? 

* Students had diverse 
perceptions of AI, often 
lacking knowledge about the 
role of data in AI training.   
* Students tended to view AI 
as technology with human- 
like abilities, influenced by 
media portrayals.   
* The study recommends 

exploring the technical 
principles behind AI 
solutions to help students 
better understand its 
behavior in daily life. 

8 Integrating Ethics and 
Career Futures with 
Technical Learning to 
Promote AI Literacy for 
Middle School Students: 
An Exploratory Study  
[63] 

Evaluated Developing AI 
Literacy (DAILy) workshop. 

K-12 X X X X  X Examples from the 
curicculum include, in 
module 1, what is AI? and 
what is not? (Recognize), 
in module 3, learn about 
machine learning (Know & 
Understand). In addition, 
students use Teachable 
Machine to train 
supervised learning 
models (Use & Apply), and 
discuss how to mitigate 
the bias and generalize to 
other examples of 
algorithmic bias 
(Evaluate). In module 5, 
students play a game to 

* Most students developed a 
basic understanding of AI, 
evaluating AI, and navigate 
ethically.  
* Incorporating ethics and 
career futures into AI 
education is effective for 
developing AI literacy 
among middle school 
students. 

(continued on next page) 
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Table 2 (continued ) 

# Title Purpose Target 
Population 

AI Literacy Constructs Examples of Constructs’ 
Implementation 

Implementation Results 

R K U V C E 

understand societal 
consequences of AI- 
generated media 
(Navigate ethically). 

9 Using digital story writing 
as a pedagogy to develop 
AI literacy among primary 
students  
[40] 

Examined the use of digital 
story writing (DSW) in the 
classroom to address literacy 
development. 

K-12  X X X X X The course demonstrated 
the constructs as follows: 
1) Understand the working 
principles of machine 
learning, (Know & 
Understand), 2) Convert 
the drawing into the art 
inspiration’s style using AI 
tools (Use & Apply), 3) 
Learn how to critique 
students’ work (Evaluate), 
4) Make their story 
(Create), and 5) Discuss 
the present and future 
roles of AI-driven robots in 
our society (Ethics). 

* DSW as an inquiry could 
effectively foster students’ 
AI literacy in using and 
applying AI knowledge to 
solve real-life problems, far 
beyond merely knowing and 
understanding related 
concepts. 
* "AI literacy is a new set of 
technological attitudes, 
abilities and competencies 
that people use AI 
effectively and ethically in 
everyday life" (p. 2) 

10 Evaluating artificial 
intelligence literacy 
courses for fostering 
conceptual learning, 
literacy and empowerment 
in university students: 
Refocusing to conceptual 
building  
[22] 

Evaluated AI literacy courses 
focusing on conceptual 
understanding for university 
students from diverse 
backgrounds. 

Higher 
education  

X X X   Part (2) of an AI program. 
In this course participants 
learned about deep 
learning concepts (Know 
& Understand), reflected 
on the limitations of AI 
algorithms (Evaluate), and 
tried ways to remedy the 
shortcomings (Use & 
Apply). 
* Recognize was measured 
but was not an explicit 
part of learning in this 
course. 

The participants made 
significant progress and felt 
empowered by their 
improved literacy and 
understanding of AI 
concepts. 

11 Effect of a fipped 
classroom course to foster 
medical students’ AI 
literacy with a focus on 
medical imaging: a single 
group pre-and post-test 
study  
[28] 

Presented and evaluated a 
flipped classroom course 
designed to give 
undergraduate medical 
students an introduction to AI 
and increase their "AI 
readiness." 

Higher 
education  

X X X  X Examples from the course 
content include, 1) an 
explanation of central 
concepts such as machine 
learning and deep learning 
(Know & Understand), 2) 
practical exercises on the 
use of a browser-based 
tool (Use & Apply) 3) a 
comparison of advantages 
and disadvantages of 
different AI methods 
(Evaluate), and 4) a 
reflection on the 
opportunities and risks of 
the use of AI in 
ophthalmology (Ethics). 

The study showed a 
significant increase in the 
perceived readiness of 
medical students towards AI 
after attending the course; 
particularly in 
understanding the strengths, 
weaknesses, opportunities, 
and limitations of AI. 

12 Pedagogical Delivery and 
Feedback for an Artificial 
Intelligence Literacy 
Programme for University 
Students with Diverse 
Academic Backgrounds: 
Flipped Classroom 
Learning Approach with 
Project-based Learning  
[26] 

Evaluated students’ feedback 
on flipped classroom learning 
for AI literacy course, and 
their understanding of AI and 
ethics using project-based 
learning. 

Higher 
education 

X X X X X X AI literacy program (same 
as #24, however the foucs 
here is on the teaching 
strategy). 

* The feedback showed that 
the students appreciated the 
flipped classroom learning 
approach.  
* They also reported that 
project-based learning 
helped them develop their 
understanding of concepts 
and ethical awareness 
concerning AI. 

13 Family as a Third Space for 
AI Literacies: How do 
children and parents learn 
about AI together?  
[6] 

Explored parents’ roles in 
helping their children 
develop AI literacies. 

Family  X X X X  The learning activities 
require participants to 
engage in multimodal and 
embodied practices (Use & 
Apply), learn AI concepts 
(Know & Understand), 
critically analyze AI 
(Evaluate), and design for 
future use (Create). 

* Presented learning 
activities organized into four 
topics: image classification, 
object recognition, 
interaction with voice 
assistants, and unplugged AI 
co-design. 

14 Family Learning Talk in AI 
Literacy Learning 
Activities  
[36] 

Explored the types of 
dialogue family groups 
engage in when learning 
about AI in an at-home 

Family X X  X  X Learning activities 
covered the following 
competencies: strengths 
and weaknesses of AI, role 

Provided suggestion to 
update the existing 
principles for designing AI 

(continued on next page) 
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Table 2 (continued ) 

# Title Purpose Target 
Population 

AI Literacy Constructs Examples of Constructs’ 
Implementation 

Implementation Results 

R K U V C E 

learning environment to 
reflect on the implications for 
the AI literacy design 
principles. 

of humans in 
programming AI, how 
agents make decisions, 
steps and practices of 
machine learning, and 
computers learn from 
data. 

literacy educational 
interventions. 

15 Where Is the AI? AI 
Literacy for Educators  
[59] 

Analyzed the potential 
challenges of examining AI 
tools use in formal education 
environment. 

Teachers X X  X  X An AI literacy course for 
educators should aim to 
help them understand the 
concepts and 
terminologies of AI (Know 
& Understand), enable 
them to identify suitable 
AI tools (Recognize), and 
teach them how to 
evaluate factors that can 
affect issues of bias and 
explainability (Evaluate). 
Additionally, the course 
should emphasize the 
importance of safe and 
responsible use of AI in an 
educational context while 
maintaining ethical 
standards (Ethics). 

* Highlighted the need for 
educators to better 
understand the implications 
of integrating AI 
applications into teaching. 

16 Developing AI Literacy for 
Primary and Middle 
School Teachers in China: 
Based on a Structural 
Equation Modeling 
Analysis  
[65] 

Explored correlations among 
different dimensions of AI 
literacy of teachers. 

Teachers  X X X  X Four dimensions: 
Understanding AI, 
Applying AI, Evaluating AI 
Applications, and AI 
Ethics. 

* Applying AI has a 
significant, positive effect on 
the other three dimensions 
of AI literacy. 

17 Towards AI literacy: A 
proposal of a framework 
based on the Episodes of 
Situated Learning  
[43] 

Proposed a framework for 
developing an AI curriculum 
to support the integration of 
AI into education. 

Teachers   X X X X The three verbs in the 
framewrok are: 1) 
anticipate (Use & Apply), 
2) produce (Create), and 
3) reflect (Evaluate & 
Ethics). 

* Provided a representation 
of ESL-based AI framework.  
* In the reflection phase, 
students can analyze the 
technical aspects underlying 
the operation of AI tools and 
become fully aware of their 
advantages and limitations.  
* Conceptual, no experiment 
result. 

18 Widening the Global 
Access of Artificial 
Intelligence (AI) Literacy 
Curriculum through the 
Participation of Day of AI  
[9] 

Proposed several 4-modules 
based on the grade band that 
educators can use in the Day 
of AI (DoAI), which is an 
institutional wide initiative 
that invites educators to 
participate and adop AI 
literacy curriculum in their 
classrooms. 

Early 
childhood 
education +
K-12 

X X X X  X Examples from the 
curicculum include: 1) 
Develop a basic 
understanding of what AI 
is and isn’t (Recognize), 2) 
Develop a basic 
understanding of what 
GANs are and how they 
work (Know & 
Understand), 3) Train a 
machine to identify 
images (Use & Apply), and 
4) Discuss some ethical 
implications of using AI, 
specifically in image 
recognition (Ethics). 

* Teachers appreciated the 
availability of the DoAI 
resources and showed 
positive impacts of its 
adoption in classroom 
teaching. 

19 Artificial Intelligence (AI) 
literacy in early childhood 
education: an intervention 
study in Hong Kong  
[49] 

Evaluated the impact of an 
eight-week AI literacy 
program on young children. 

Early 
childhood 
education 

X X X X  X The learning goals for the 
proposed AI4KG 
curriculum include: 1) 
understand AI has its 
limitations (Ethics), 2) 
know AI robots in our 
daily life (Recognize), 3) 
understand how machine 
learning works (Know & 
Understand), and 4) train 
picture-based machine 
learning models with 
Teachable Machine (Use & 
Apply).   
Although the learning 

* The paper provides 
teachers with lesson plans, 
including learning goals, 
learning activities, and 
teaching methods.  
* While most kindergarten 

children can understand 
basic AI knowledge, they 
cannot understand complex 
notions, such as data. 

(continued on next page) 

O. Almatrafi et al.                                                                                                                                                                                                                              



Computers and Education Open 6 (2024) 100173

14

Table 2 (continued ) 

# Title Purpose Target 
Population 

AI Literacy Constructs Examples of Constructs’ 
Implementation 

Implementation Results 

R K U V C E 

goals covered multiple 
constructs, the focus of the 
learning activities was 
mainly on knowledge and 
usage. 

20 Introducing Artificial 
Intelligence Literacy in 
Schools: A Review of 
Competence Areas, 
Pedagogical Approaches, 
Contexts and Formats  
[41] 

Systematically analyzed 31 
school cases of AI literacy 
introduction. 

K-12  X X   X The review analyzed 
studies from three 
persepctives: 1) The 
technological perspective 
assessed if students 
learned how AI functions, 
2) The socio-cultural 
perspective evaluated if 
students understood the 
impact of technology, and 
3) The user-oriented 
perspective assessed if 
students learned how to 
use AI. 

* Most studies were 
concerned with developing 
students’ ability to know 
how AI systems work and 
how to operate them but not 
what their effects are.  
* Students did not apply 
their knowledge to new 
domains. 
* Socio-cultural perspective 
is underrepresented in 
current practical studies. 

21 Artificial intelligence 
literacy teaching in social 
studies education  
[62] 

Explored the potential role of 
social studies in teaching AI 
literacy. 

K-12 X     X The lesson plan intended 
to teach students about the 
concept of AI, its 
characteristics, such as 
being divided into narrow, 
general, and super AI 
(Recognize), and its 
present and future effects 
on their lives (Ethics). 

Presented a lesson plan with 
a hands-on activity 
(chatbots) that can be used 
to teach AI literacy in social 
studies classrooms. 

22 Design-Based Learning 
and Constructionist 
Learning Principles to 
Promote Artificial 
Intelligence Literacy and 
Awareness in K-12, a Pilot 
Study  
[1] 

Implemented an AI learning 
programme for children. 

K-12  X X X X  Based on the program 
outline, the proposed 
activities include 1) 
introduction to the 
machine learning 
workflow using Google 
Teachable Machine (Know 
& Understand), 2) train a 
machine learning model 
and then implement it in a 
Scratch-like platform (Use 
& Apply), 3) engage 
students in designing a 
prototype in groups 
focusing on AI for good to 
help to solve potential real 
problems (Create). In the 
findings, researchers point 
out discussion about 
ethical issues like bias in 
AI and how it could affect 
the outcome (Evaluate). 

* Students developed critical 
thinking and ethics 
awareness alongside 
technical skills.   
* Teacher’s preparation and 
adaptation were key to the 
program’s success. 

23 Evaluating an artificial 
intelligence literacy 
programme for 
empowering and 
developing concepts, 
literacy and ethical 
awareness in senior 
secondary students  
[21] 

Examined the potential for 
senior secondary students to 
learn machine learning and 
deep learning concepts, and 
discuss the related ethical 
issues in project-based 
learning. 

K-12 X X X X X X From the courses 
description, 1) introduced 
the concepts (Recognize), 
2) presented data 
preparation and neural 
networks (Know & 
Undersatnd), 3) used 
computer vision as a 
practical example, 4) 
developed solutions 
(project) for self-defined 
real-life problems 
(Create), 5) analyzed and 
interpreted the results 
(Evaluate), and 6) built 
their awareness of AI 
ethics (Ethics). 

* The program improved 
students’ AI concepts and 
ethical awareness.  
* Understanding higher- 

level ethical principles 
remained challenging for 
senior secondary students.  
* Pre-programming 

knowledge is not a 
prerequisite to learn these AI 
concepts. 

24 Evaluating an Artificial 
Intelligence Literacy 
Programme for 
Developing University 
Students’ Conceptual 
Understanding, Literacy, 
Empowerment and Ethical 

Designed and evaluated an AI 
literacy programme based on 
a multi-dimensional 
conceptual framework, which 
developed participants’ 
conceptual understanding, 

Higher 
education 

X X X X X X Part (3) of an AI program.  
The third course focused 
on teaching ethics and 
applying knowledge in a 
project for the "application 
development" course. 
* Here the mapping of 

* Developing AI application 
projects improved 
knowledge, experience, and 
ethical awareness. 
* Integrating ethical 
considerations into project 
work effectively taught AI 

(continued on next page) 
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families were encouraged to create personally meaningful networks 
based on their interests [34]. 

Navigate ethically. Courses incorporating this construct aim to educate 
young children about the limitations of the AI [49]. As students progress 
through K-12, their coursework has addressed ethical concerns related 
to the human-focused aspects of AI, such as fairness, accountability, 
transparency, ethics, and safety [9,40]. Additionally, students are 
encouraged to discuss and share their opinions on AI’s role in our world 
and its impact on society, both present and future [10,40,44,53,62]. This 
helps to identify opportunities and risks across different areas of life [26, 

28,31]. In an undergraduate course, the authors suggested a learning 
outcome that emphasizes sharpening students’ ability to apply and 
evaluate ethical frameworks for using AI in various contexts [47]. For 
the general public, art and exhibits can spark meaningful conversations 
about broader power structures related to AI [14]. 

AI literacy assessment 

RQ3. What are the different assessment instruments developed and used 
to study AI literacy? 

Table 2 (continued ) 

# Title Purpose Target 
Population 

AI Literacy Constructs Examples of Constructs’ 
Implementation 

Implementation Results 

R K U V C E 

Awareness  
[23] 

literacy, empowerment and 
ethical awareness. 

constructs are based on the 
full program (3 courses). 
* The AI program is similar 
to #23, but different target 
population. 

ethics. 
* Participants’ perception of 
AI literacy has increased 
significantly after the first 
course and then stabilized. 

25 Examining the Impact of 
Flipped Learning for 
Developing Young Job 
Seekers’ AI Literacy  
[20] 

Evaluated the efficacy of 
flipped learning classroom for 
teaching AI literacy. 

Higher 
education       

The focus was on the 
teaching stratgy, without 
providing details about the 
course content. 

* The study found that 
teaching AI literacy with 
flipped learning classroom 
improved the learning 
outcomes of both CS and 
non-CS students. 

26 Artificial intelligence 
literacy: developing a 
multi-institutional 
infrastructure for AI 
education  
[44] 

Evaluate the effectiveness of 
an AI literacy course on 
participants from nine 
radiology residency 
programs. 

Higher 
education  

X X X  X Examples from the course 
plan: 1) introduction to 
basic AI term and methods 
(Know & Understand), 2) 
use an AI-assisted viewer 
for cancer detection (Use 
& Apply), 3) discuss 
algorthim biases 
(Evaluate), and 4) ethics. 

* The majority of the 
participants reported a lack 
of sufficient exposure to AI 
in their radiology training. 
* The course showed 
significant improvement in 
the participants AI 
knowledge. 
* The majority of the 
participants showed interest 
in the inclusion of AI in 
radiology education. 

27 Developing a model for AI 
Across the curriculum: 
Transforming the higher 
education landscape via 
innovation in AI literacy  
[47] 

Developed AI across the 
curriculum for undergraduate 
programs in a research 
university. 

Higher 
education 

X X X X X X Examples of student 
learning outcomes from 
the curriculum: 1) 
Describe the 
characteristics of AI 
(Recognize), 2) Describe, 
and explain the 
components, requirements 
of AI (Know & 
Understand), 3) Utilize AI 
tools and techniques 
appropriate to a specific 
context and application 
(Use & Apply), 4) Assess 
the context-specific value 
or quality of AI tools and 
applications (Evaluate), 5) 
Develop tools, hardware, 
data, and/or algorithms 
utilized in AI solutions 
(Create), and 6) Apply, 
and/or evaluate 
contextually appropriate 
ethical frameworks to use 
across all aspects of AI 
(Ethics). 

Provided 1) AI literacy 
curriculum model, 2) 
initiatives to promote AI for 
all students, and 3) student 
learning outcomes for AI 
across curriculum. 

28 AI in the Public Eye: 
Investigating Public AI 
Literacy Through AI Art  
[14] 

Explored how AI art, wheres 
AI is both a tool and a topic, 
can improve public AI 
literacy. The research asks: 
How can we promote AI 
literacy? 

Unspecified X X  X  X The literature on AI 
literacy suggests four main 
types of public AI literacy: 
1) awareness, 2) technical 
understanding, 3) 
normative assessment, and 
4) making critical links to 
broader structures of 
power. 

* AI art can link underlying 
technical systems to bigger 
structural issues and 
facilitate experiential 
learning.   
* AI Art should focus mostly 
on important overarching 
issues.  
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Given the increase in research on AI literacy, there has also been a 
corresponding rise in interest in creating reliable tools and instruments 
to measure and assess AI literacy across different target groups. The 
development of a valid instrument is crucial for several reasons. Firstly, 
it helps to evaluate the current level of AI literacy among the target 
population, which can help identify areas that require attention and 
intervention. This information can then be used to create effective 
courses and materials to address the identified shortcomings [2,45]. 
Secondly, having a way to measure AI literacy allows us to assess the 
effectiveness of the interventions, leading to refinement and improve-
ment over time [55]. 

Table 3 presents a comprehensive summary of the developed AI lit-
eracy instruments identified in our data, including the target population 
and the number and type of questions. The table also includes infor-
mation regarding the background theory upon which each instrument is 
based and details on the validity and reliability tests performed. 
Furthermore, each instrument has undergone evaluation to determine 
which constructs they cover. The "Notes" column provides additional 
insights into any extra constructs that have been evaluated or any 
comments from the researchers. 

One way to characterize assessment instruments is whether they are 
subjective or objective. Subjective instruments are interpretive and rely 
on self-reporting. On the other hand, objective instruments involve 
standardized measurements that evaluate a participant’s performance 
against specific criteria or tasks. Each type has its advantages and dis-
advantages. Subjective assessment can result in biases and inaccuracies 
but allows for collecting more descriptive and ecologically valid data. 
Objective instruments are less biased but very limited in scope and may 
fail to reflect the broader context, leading to limited generalizability of 
the findings. In our data, 75 % of the assessment instruments were 
subjective. 

Some instruments had extensive coverage of all core AI literacy 
constructs. Wang and his colleagues [54] were the first to develop a 
scientifically rigorous psychometric scale to measure AI literacy. The 
scale consists of 12 items that cover four core constructs: "Recognize," 
"Use and Apply," "Evaluate," and "Ethics." The overall scale has satis-
factory convergence validity, but using distinct constructs alone has yet 
to yield reliable results. Among the constructs examined, the "Usage" 
construct, aligned with the "Use & Apply," was the most significant 
predictor of AI literacy. Carolus et al. [2] presented a comprehensive 
"Meta AI Literacy Scale-MAILS," a subjective assessment scale with 34 
items. In addition to items related to the core constructs, it includes "AI 
self-efficacy in learning and problem-solving" and "AI self-management". 
The confirmatory factor analysis results indicated that "Create" is not an 
inherent aspect of AI literacy but rather an independent factor. More-
over, the ability to "Evaluate" AI was found to be more closely related to 
"know & Understand" than to "Create." Another general instrument 
intended for non-experts in any discipline is the assessment tool devel-
oped by Laupichler and colleagues [29]. It consists of 38 items. The 
formulation of the items was based on two widely accepted definitions 
of AI literacy [35,40], employing the Delphi method. The researchers 
found that affective-related items such as "attitudes towards AI" were not 
included in the final set of items, indicating that they are not essential to 
AI literacy. However, the authors suggest that this needs to be further 
examined by conducting factor analyses. Although this instrument 
presents extensive coverage of all core AI literacy constructs, the number 
of items can be reduced to enhance the instrument’s effectiveness. 

Another set of instruments was directed toward the workforce. Pinski 
and Benlian [45] developed another scale to measure employee’s AI 
literacy. Their instrument consisted of 13 items and was based on a 
human-AI interaction theory. The scale covers the knowledge part but 
misses AI literacy’s “Navigate Ethically” construct. The researchers 
found that "Technology Knowledge" was the most significant predictor 
of AI literacy, which aligns with the "Know & Understand" construct. 
Weber et al. [56] developed an objective assessment tool grounded in 
the IS theory and Bloom’s taxonomy. Its validity has been established by 

comparing two groups, one with prior technology experience and the 
other without. This tool consists of 16 knowledge-based multiple-choice 
questions grouped by the type of employee in the organization (user vs. 
evaluator/creator). The questions are context-specific and require con-
stant revision and updates. 

In the educational domain, several studies have used instruments to 
measure AI literacy among students and teachers. Wood et al. [60] 
presented a survey consisting of 15 questions. The survey aimed to 
assess the level of awareness of medical students and teachers regarding 
AI and their opinions on significant AI topics related to the medical and 
healthcare domains. Furthermore, Yau et al. [61] presented a pilot test 
consisting of 10 multiple-choice questions based on the Five Big Ideas 
for grades 7 to 9 students. The test was administered to measure AI 
literacy before and after enrolling in a one-year AI course. The questions 
covered the core constructs, except for "Create." Additionally, Zho et al. 
(2022) developed an instrument of 20 items grouped into four di-
mensions based on Ng et al.’s [38] work to assess teachers’ AI literacy. 
Furthermore, Wang et al. [55] developed an AI literacy evaluation 
framework for K-12 based on the Information literacy evaluation 
frameworks. The evaluation framework provides 12 indicators grouped 
in four dimensions: artificial intelligence awareness, intelligent tech-
nology application, practical innovative thinking, and intelligent social 
responsibility, without explicitly offering the evaluation items as a tool. 

Discussion 

We conducted a systematic literature review focused on AI literacy 
publications between 2019 and 2023. Forty-seven studies were found to 
be eligible for inclusion in the review. The dataset consisted of both 
empirical and review/conceptual papers. Over several rounds of review, 
we analyzed the papers’ content to respond to three research questions 
targeted toward understanding AI literacy definition and constructs, AI 
literacy implementation efforts, and the use and development of in-
struments for assessing AI literacy. Consistent with other work in this 
area [29,35], we found that AI literacy continues to be a novel and 
growing research area but with increasing contributions in recent pe-
riods. We also found that certain papers are already starting to become 
canonical and are cited highly within the field. 

In response to research question 1, we found that scholars have 
forwarded a range of definitions for AI literacy with each including one 
or more dimensions of the framework we have put forward. We delin-
eated specific elements of AI literacy that we used to categorize and 
compare articles in the dataset; these elements/constructs are: Recog-
nize, Know and Understand, Use and Apply, Evaluate, Create, and Navigate 
Ethically. Apart from the fundamental constructs of AI, we found a few 
other dimensions in the literature. Kong & Zhang [25] related AI literacy 
to other elements. They proposed four elements to represent AI 
empowerment, which are AI self-efficacy, meaningfulness, impact, and 
creative self-efficacy [25]. 

Our analysis of the empirical papers, in response to research question 
2, identified which elements of the constructs were present across the 
studies. “Recognize” was not that common and was taken for granted. In 
addition, "Navigate Ethically," which was defined broadly, including 
social impacts, has been considered in most studies, indicating a shift 
from prior literature in the field between 2020 and January 2022, as 
noted by Olari et al. [41]. Furthermore, although “Create” positively 
promoted AI literacy, its incorporation in AI literacy programs remains 
underrepresented. Notably, there appears to be a lack of efforts to pro-
mote AI literacy within organizations and workplaces, and this presents 
a significant challenge. Cetindamar et al. [4] emphasized the impor-
tance of ongoing, lifelong learning for employees, given that they are 
constantly encountering novel technologies that demand adaptability 
and agility. Therefore, as AI is becoming increasingly ubiquitous and is 
poised to reshape various industries in the near future, it is imperative 
for organizations to prioritize AI literacy. 

Following our in-depth analysis of assessment tools designed to 
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Table 3 
A summary of AI literacy used and developed assessment instruments. (Note: R: Recognize, K: Know & Understand, U: Use & Apply, V: Evaluate, C: Create, and E: 
Navigate Ethically).  

# Title #Items/ 
Assessment 
Type 

Target 
population 

Theory AI Literacy Constructs Validity Notes 

R K U V C E 

1 Are We Ready to 
Integrate 
Artificial 
Intelligence 
Literacy into 
Medical School 
Curriculum: 
Students and 
Faculty Survey  
[60] 

15- 
questions 
(Subjective) 

Higher 
education; 
Workforce 

NA X      No empirical 
validity 

* The survey included 
questions on participant 
background, AI awareness, 
and participants’ opinions 
about topics important to 
them. 
* Both students and faculty 
showed lack of awareness 
about AI technology 
applications in healthcare 
at the same time they 
showed an interest in 
learning about them. 

2 Developing an AI 
literacy test for 
junior secondary 
students: The 
first stage  
[61] 

Pilot (10 
MCQs) 
(Objective) 

K-12: 
Secondery 

Five Big Ideas X X X X  X Pre- and post-tests 
showed 
improvement in 
AI literacy after a 
one-year AI 
course. 

The test aims to measure 
the changes of students’ AI 
literacy before and after 
attending an AI course. 

3 Developing AI 
Literacy for 
Primary and 
Middle School 
Teachers in 
China: Based on 
a Structural 
Equation 
Modeling 
Analysis  
[65] 

20-items 
scale 
(Subjective) 

Teachers Based on Ng et al. [39] X  X X  X Good validity * AI Knowledge for 
educators. 
* "Knowing and 
Understanding"questions 
are aligned with 
"Recognize" not the 
technical knowledge. 

4 Measuring user 
competence in 
using artificial 
intelligence: 
validity and 
reliability of 
artificial 
intelligence 
literacy scale   
(AILS)  
[54] 

12-items 
scale 
(Subjective) 

Unspecified Based on digital literacy 
frameworks such as the 
technological–cognitive–ethical 
model and the KSAVE model 

X  X X  X Internal reliability 
and construct 
validity 

* "Usage" is the most 
predictor construct of AI 
literacy. 
* Some constructs showed 
low validity scores (using 
their items alone is not 
reliable), but the whole 
scale showed sufficient 
convergence validity. 

5 AI Literacy - 
Towards 
Measuring 
Human 
Competency in 
Artificial 
Intelligence  
[45] 

13-items 
scale 
(Subjective) 

Workforce socio-technical perspective 
(human-AI IS competence 
literature) 

X X X X X  * no 
multicollinearity 
problems 
* sufficient 
discriminant 
validity 
* Good internal 
consistency 

* Only ‘AI technology 
knowledge’ had a 
substantial and significant 
effect on general AI literacy. 

6 Toward an 
Objective 
Measurement of 
AI Literacy  
[56] 

16-MCQs 
(Objective) 

Workforce IS theory (socio-technical 
perspective) and Bloom’s 
taxonomy 

X X X X  X between-subject 
comparison 
(Technology- 
related vs. other 
educational 
background) 

* A single study at A single 
point of time. 
* AI knowledge evolves 
constantly, which means 
consistant revision of the 
instruments questions. 

7 Delphi study for 
the development 
and preliminary 
validation of an 
item set for the 
assessment of 
non-experts’ AI 
literacy  
[29] 

38-items 
scale  
(Subjective) 

Unspecified 1. Long & Magerko’s [35] AI 
literacy framework 2. Literature 
(book and AI literacy courses). 3. 
experts suggestions. 

X X X X X X Content and item 
wording validity 

* Strength: more than 50 
experts repeatedly 
evaluating the relevance of 
the itemset (achieved a high 
content validity). 
* Factor analysis can be 
used to reduce the number 
of questions. 

8 MAILS – Meta AI 
Literacy Scale: 
Development 
and Testing of an 
AI Literacy 
Questionnaire 
Based on Well- 

34-items 
scale 
(Subjective) 

Unspecified Based on Ng et al. [39] +
psychological competencies such 
as problem solving, learning, and 
emotion regulation 

X X X X X X Confirmatory 
Factor Analysis 

* No external Validity.  
* "Use & Apply AI," "Know 
& Understand AI," "Detect 
AI," and "AI Ethics" were 
loaded on "AI Literacy," 
while "Create AI" did not. 
* The ability to "Evaluate" 

(continued on next page) 
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evaluate AI literacy, it has become apparent that these tools serve two 
primary purposes: assessing the knowledge level of a particular group 
and evaluating the efficacy of interventions. After categorizing the 
assessment studies according to the established framework, we have 
identified two instruments [2,29], as capable of covering the funda-
mental constructs. Nevertheless, we believe these instruments could be 
further refined by reducing the number of questions and validating their 
effectiveness across diverse contexts. Having valid and reliable tools is 
important to enable us to obtain more accurate and reliable data on 
individuals’ AI literacy levels, thereby facilitating the identification of 
knowledge gaps and designing targeted interventions to address them. 

Going forward, the constructs we have delineated and the framework 
they constitute can be used to analyze and design AI literacy approaches 
and assessment instruments. The framework includes almost all aspects 
of AI literacy that are important and can also be combined with other 
efforts. For instance, the framework can be used for discipline-based 
initiatives such as AI literacy in medicine or health, or even topics 
such as environmental engineering. For providing comprehensive AI 
literacy, educators can ensure that all framework elements are covered. 
It can be used to identify differences in how experts think about AI lit-
eracy by asking them to complete a table with the elements and 
comparing them. Examples can be added for each element and then 
students can be asked if they know them or what examples might be used 
for each. In other words, the framework can serve as a model. Finally, 
this framework can be used in conjunction with similar initiatives [54] 
to align them with specific roles to create an even more exhaustive way 
of studying and providing AI literacy. 

This review suggests several directions for future research. We need 
more robust work on the use of instruments to assess AI literacy. This 
research needs to not only develop and test instruments that are general 
in nature and can capture basic skills related to AI literacy across do-
mains, but we also need domain-specific instruments as beyond a few 
basic skills, AI literacy varies greatly based on the domain. One potential 
avenue for this is to use the constructs we have identified as part of this 
review as elements that the tool or instrument can address but then 
design more in-depth sub-elements within each. There is also potential 
for research to clarify and better define related terms such as literacy and 
competence so as to avoid overlap and confusion about what they spe-
cifically mean to convey, define, or assess. Currently, much of the work 
on AI literacy is top-down, driven by researchers but there is potential to 
undertake more situated, field study approaches that examine how users 

actually use these technologies and build a more inductive under-
standing of AI literacy. In general, there is a large potential for field 
studies of AI use to provide a more contextual understanding of AI lit-
eracy among users and learners. This will also shed more light on the 
human-AI aspects of literacy, how learning changes with augmentation 
and what kinds of literacies might be required in the future [18]. Finally, 
from an instructional perspective, there is a need to design, implement, 
and assess different pedagogical interventions for their efficacy in 
teaching AI literacy, and their potential to be scaled up [16]. 

Limitations 

While our paper discussed AI literacy from different perspectives and 
drew upon recent studies in the field, it is important to acknowledge its 
limitations. For instance, our data collection spanned from 2019 to 
August 2023, meaning that not all papers published in 2023 were 
included. Additionally, we focused solely on studies that specifically 
mentioned ("AI” or “artificial intelligence”) and “literacy" in the title, 
potentially overlooking related topics such as competency and educa-
tion. Moreover, our analysis was limited to academic publications and 
did not consider reports from non-profit or government organizations 
like UNESCO that are contributing to this field. Despite these limita-
tions, our research provides a basis for the research on AI literacy since it 
thoroughly examines the constructs studied in the literature and high-
lights areas that demand additional attention. 

Conclusion 

This systematic review examined 47 articles on AI literacy published 
between 2019 and 2023. We found that articles broadly contributed to 
one of the following areas: a) conceptualizing AI literacy, b) prompting 
AI literacy efforts, and 3) developing AI literacy assessment instruments. 
We also found that a range of populations were targeted, from students 
to adults in the workforce. Using a thorough content analysis, we 
identified six key constructs related to AI literacy: Recognize, Know and 
Understand, Use and Apply, Evaluate, Create, and Navigate Ethically. We 
then utilized this framework to classify the underlying constructs 
investigated in the empirical papers. The findings have significant im-
plications for future studies as they advance our understanding of AI 
literacy and its implementations and assessment efforts across different 
disciplines. The findings are particularly relevant for individuals 

Table 3 (continued ) 

# Title #Items/ 
Assessment 
Type 

Target 
population 

Theory AI Literacy Constructs Validity Notes 

R K U V C E 

Founded 
Competency 
Models and 
Psychological 
Change- and 
Meta- 
Competencies  
[2] 

AI is more closely related to 
"Know & Understand" than 
to the ability to "Create" AI. 
* The instrument also 
incorporate psychological 
competencies: "AI Self- 
efficacy in learning and 
problem solving" and "AI 
Self-management". 

9 Junior High 
School Artificial 
Intelligence 
Literacy: 
Connotation, 
Evaluation and 
Promotion 
Strategy  
[55] 

12-items 
(MCQS and 
scale 
questions) 
(Subjective) 

K-12: 
Secondery 

Information literacy evaluation 
frameworks 

X  X  X X Good reliability 
and structural 
validity 

The itemset of the 
evaluation is not available. 
However, they cover 
intelligent recognition, 
mental disposition, explicit 
behavior, functional 
application, technical 
operation, divergent 
thinking, schema 
innnovation, problem 
solving, application 
innovation, consciousness, 
attitude, and 
accountability.  
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interested in promoting or evaluating AI literacy in formal education 
and workforce preparation. 
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